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Introductory Overview

The Center for Adaptive Behavior and Cognition (ABC) investigates reasoning
and decision making under uncertainty at the levels of both individuals and
social groups. The research group consists of psychologists, mathematicians,
computer scientists, evolutionary biologists, economists, and researchers
from other fields. With different methodological abilities—such as experi-
mental methods, computer simulation, and mathematical analysis—they
cooperate in solving the same problems.

The ABC program combines a strong theoretical focus with practical applica-
tions, that is, the research group both develops specific models and explores
their applications. Those applications range from designing aids for web-
based decisions to teaching statistical thinking and improving statistical
reasoning—for instance, of expert witnesses in law courts—by particular rep-
resentations of numerical information about risks.

The theoretical focus is on rationality and can be, albeit artificially, divided
into three aspects: bounded, ecological, and social rationality.

Bounded Rationality

Models of bounded rationality at-
tempt to answer the question of
how people with limited time,
knowledge, money, and other scarce
resources make decisions. This pro-
gram is an alternative to the domi-
nant optimization paradigm in cog-
nitive science, economics, and be-
havioral biology that poses the
question of how Laplacean super-
intelligences or near omniscient
beings would behave. We study the
proximal mechanisms of bounded
rationality, that is, the adaptive
heuristics that enable quick and
frugal decisions under uncertainty.
This collection of heuristics and their
building blocks is what we call the
adaptive toolbox.

Ecological Rationality

Models of ecological rationality de-
scribe the structure and representa-
tion of information in actual
environments and their match with
mental strategies, such as boundedly
rational heuristics. To the degree

that such a match exists, heuristics
need not trade accuracy for speed
and frugality. The simultaneous
focus on the mind and its environ-
ment, past and present, puts re-
search on decision making under un-
certainty into an evolutionary and
ecological framework, a framework
that is missing in most theories of
reasoning, both descriptive and nor-
mative. In short, we study the adap-
tation of mental and social strate-
gies to real-world environments
rather than compare strategies to
the laws of logic and probability
theory.

Social Rationality

Social rationality is a variant of eco-
logical rationality, one for which the
environment is social rather than
physical or technical. Models of so-
cial rationality describe the structure
of social environments and their
match with boundedly rational
strategies people use. There is a vari-
ety of goals and heuristics unique to
social environments. That is, in addi-
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Truth is ever to be
found in simplicity,
and not in the mul-
tiplicity and
confusion of
things.

Isaac Newton

In this world noth-
ing is certain but
death and taxes.
Benjamin Franklin




tion to the goals that define ecologi- consensus. To a much higher degree

cal rationality—to make fast, frugal, ~ than for the purely cognitive focus
and fairly accurate decisions—social ~ of most research on bounded ration-
rationality is concerned with goals, ality, socially adaptive heuristics in-

such as choosing an option that one  clude emotions and social norms
can defend with argument or moral ~ that can act as heuristic principles
justification, or that can create a for decision making.

These three notions of rationality (according to which the present text is
largely structured) converge on the same central issue: to understand
human behavior and cognition as adaptations to specific environments,
ecological and social, and to discover the heuristics that guide adaptive
behavior. In a fourth section, we report on work that directly relates to
evolutionary psychology, which, as a metatheoretical framework, lies
behind the “adaptive” in our center's name. The research reported in the
last section relates to methodological, historical, and theoretical ques-
tions, in particular the influence of methodological preferences—such as
linear models—on theories of cognition. Our reflections on methodologies
constitute a source of ideas that is of central importance to modeling
visions of rationality.

The ABC program is an invitation to take a journey into an exciting terri-
tory. The journey ventures into a land of rationality that is different to the
familiar one we know from the many stories in cognitive science and eco-
nomics—tales in which humans with unlimited time and knowledge live in
a world where the sun of enlightenment shines down in beams of logic
and probability. The new land of rationality we set out to explore is, in
contrast, shrouded in a mist of uncertainty. People in this world have only
limited time, knowledge, and computational capacities with which to
make inferences about what happens in their world. The notions of
bounded, ecological, and social rationality are our guides to understand-
ing how humble humans survive without following the heavenly rules of
rational choice theory.
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Bounded Rationality

Humans and animals must make inferences about unknown features of their
world under constraints of limited time, knowledge, and computational
capacities. We do not conceive bounded rationality as optimization under
constraints, nor do we think of bounded rationality as the study of how peo-
ple fail to meet normative ideals. Rather, bounded rationality is the key to
understanding how people make decisions without utilities and probabilities.
Bounded rationality consists of simple step-by-step rules that function well
under the constraints of limited search, knowledge, and time—whether an
optimal procedure is available or not. Just as a mechanic will pull out spe-
cific wrenches, pliers, and spark-plug gap gauges to maintain an engine
rather than just hit everything with a hammer, different domains of thought
require different specialized tools. The notion of a toolbox full of unique
single-function devices lacks the beauty of Leibniz's dream of a single all-
purpose inferential power tool. Instead, it evokes the abilities of a craftsman,
who can provide serviceable solutions to almost any problem with just what

is at hand.

The Adaptive Toolbox

This repertoire of specialized cogni-

tive mechanisms, which include fast

and frugal heuristics, were shaped by
evolution, learning, and culture for
specific domains of inference and
reasoning. We call this collection of
mechanisms the “adaptive toolbox."

We clarify the concept of an adap-

tive toolbox as follows:

- It refers to a specific group of rules
or heuristics rather than to a gen-
eral-purpose decision-making al-
gorithm.

- These heuristics are fast, frugal,
and computationally cheap rather
than consistent, coherent, and
general.

- These heuristics are adapted to
particular environments, past or
present, physical or social.

- The heuristics in the adaptive tool-
box are orchestrated by some
mechanism reflecting the impor-
tance of conflicting motivations
and goals.

Fast and Frugal Heuristics

Fast and frugal heuristics generally
consist of three building blocks: sim-
ple rules for guiding search for infor-
mation (in memory or in the environ-
ment), for stopping search, and for
decision making. They are effective
when they can exploit the structures
of information in the environment.
That is, their rationality is a form of
“"ecological rationality” rather than
one of consistency and coherence.
We have continued to explore how
fast and frugal heuristics mesh with
diverse disciplines, such as biology,
economics, and cognitive psychology,
and have applied them in the areas
of consumer behavior, medicine, and
the law. For example, a review by
Hutchinson and Gigerenzer (in press-
b) compares ABC's approach to biol-
ogists' research into simple rules of
thumb used by animals. A primary

goal of the paper is to highlight what

each school might learn from the
other. For instance only a few papers
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Simple heuristics and rules
of thumb: Where psychol-
ogists and behavioural
biologists might meet.
Behavioural Processes.
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toolbox. Cambridge, MA:
MIT Press (377 p.).
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Key Reference

Martignon, L., Foster, M.,
Vitouch, 0., & Takezawa,
M. (2003). Simple heuris-
tics versus complex pre-
dictive instruments: Which
is better and why? In

D. Hardman & L. Macchi
(Eds.), Thinking: Psycholog-
ical perspectives on rea-
soning, judgment and deci-
sion making (pp. 189-211).
Chichester: Wiley.

Figure 1. A fast and frugal
tree for coronary care unit
allocation.

in biology recognize that simple rules
might outperform more complex
ones, and biology lacks ABC's theo-
retical perspective on how the best
method of combining information
from several cues depends on the
statistical structure of the environ-
ment. ABC might learn from biologi-
cal examples of the order in which
cues are inspected, which seems to
depend not so much on validity, but
on the cost of inspecting different
cues and when each becomes appar-
ent as the animal approaches.

In the following, we will selectively
report on some of the new findings
and new areas of applications

Fast and Frugal Trees

A man is rushed to the hospital with
serious chest pains. The doctors sus-
pect a myocardial infarction (heart
attack) and need to make a quick
decision: Should the patient be as-

Fast and frugal tree: Coronary care unit decisions

ST segment changes?

Chief complaint
of chest pain?

yes

Any one other factor?
(NTG, MI, ST <, ST¢, )

Regular
nursing
bed

Regqular
nursing
bed

Source. Based on Green & Mehr, 1997.
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signed to the coronary care unit or a
regular nursing bed? In a Michigan
hospital, doctors sent 90% of their
patients to the coronary care unit.
This defensive decision making lead
to a reduction in the quality of care
because of overcrowding in the
coronary care unit. An expert system
and logistic regression did a better
job of triage than the physicians, but
the doctors did not take to these
systems because they did not under-
stand how they worked. To find a
solution, researchers and the Univer-
sity of Michigan Hospital (Green &
Mehr, 1997) used the building blocks
of Take The Best to design the simple
classification tree depicted in

Figure 1.

The Green and Mehr (1997) tree is
an example of a fast and frugal tree,
a concept introduced by Martignon,
Forster, Vitouch, and Takezawa
(2003). These trees are simple se-
quential heuristics for assigning ob-
jects to one of two categories based
on the values of a small number of
binary cues. Even though they re-
quire little information, they still
produce accurate classifications. In
the heart disease example, the
heuristic first asks whether the ST
segment in the electrocardiogram is
elevated or not. If it is, the patient is
immediately classified as being at a
high risk. If the ST segment is not el-
evated, the value of a second cue is
inspected, and so on. The important
point is that after each cue is looked
up a classification can be made
without consulting additional cues.
Understanding why these simple
trees perform so well and how they
relate to other heuristics is currently
an active area of research in the
group. The simplicity of these trees



produces pedagogical benefits as
well. Fast and frugal trees can be
drawn simply, making them easy for
practitioners to see how they work.
In another application, Dhami (2003)
used fast and frugal trees to describe
the process by which jurors in Eng-
land make bail-or-jail decisions.

Coping With Too Much Choice

For many fast and frugal heuristics,
including the trees described above,
the number of alternatives in the
choice set is fixed, and the focus is
on how information about these al-
ternatives is processed. We now turn
to a set of studies where the focus is
on situations in which there are
many options to choose from.

Take the First

Research into decision making often
uses tasks in which participants are
presented with alternatives from
which they must choose. Although
tasks of this type may be useful in
determining measures (e.g., prefer-
ence) related to explicitly stated al-
ternatives, they neglect an important
aspect of many real-world decision-
making environments, namely, the

option-generation process. In hand-
ball, for instance, a player generates
options under time pressure: pass the
ball to the player on the left, the
right, or take a shot. Do players make
better decisions if they have more
time to generate more options?
Johnson and Raab (2003) placed
experienced handball players in
realistic situations that they might
encounter during play and asked

the athletes what they would do.
Figure 2 shows that the quality of
the options, as rated by experts, de-
teriorates with each successive op-
tion generated.

Decision-Facilitating Websites

The number of options is not only an
issue in sports, but even more so for
consumers: Most decisions nowa-
days present us with the "tyranny”
of too much information and too
much choice. One dramatic example
is shopping online, where one is eas-
ily confronted with hundreds, if not
thousands, of products characterized
by dozens of attributes. To assist
these difficult choices, a number of
"decision-facilitating websites," such
as www.activebuyersguide.com have

16.00
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12.00

10.00

8.00

Frequency

6.00
4.00

2.00
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0.00
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Source. Johnson & Raab, 2003.
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Dhami, M. K. (2003). Psy-

chological models of pro-

fessional decision-making.
Psychological Science, 14,
175-180.

Johnson, J. G., & Raab, M.
(2003). Take the first: Op-
tion-generation and re-
sulting choices. Organiza-
tional Behavior and Human
Decision Processes, 91,
215-229.

Figure 2. Frequency of "ap-
propriate” decisions, as
rated by experts, summed
over participants and
trials, for the generated
options in each serial
position, with standard-
error bars. The result illus-
trates that a decision
based on the first alter-
native that comes to mind
is often better than one
based on generating many
alternatives.




Key References

Fasolo, B., McClelland, G.
H., & Lange, K A. (in
press). The effect of site
design and inattribute cor-
relations on interactive
web-based decisions. In C.
P. Haugtvedt, K. Machleit,
& R. Yalch (Eds.), Online
consumer psychology: Un-
derstanding and influenc-
ing behavior in the virtual
world. Mahwah, NJ: Erl-
baum.

Fasolo, B., McClelland, G.
H., & Todd, P. M. (in
press). Escaping the
tyranny of choice: When
fewer attributes make
choice easier. Marketing
Theory (Special issue on
Judgement and Decision
Making).

Hutchinson, J. M. C.
(2005). Is more choice al-
ways desirable? Evidence
and arguments from leks,
food selection, and envi-
ronmental enrichment.
Biological Reviews, 80,
73-92.

appeared on the Internet. Curiously,
there appear to be two prevailing
designs of decision-facilitating web-
sites: those that facilitate fast and
frugal decisions that do not require
compensation between a bad and a
good attribute (noncompensatory
sites); and those that draw on the
normative decision process of Multi-
Attribute Utility Theory, and let good
and bad attributes compensate for
each other (compensatory sites).
First appearing in the US, decision-
facilitating websites gradually mi-
grated to Europe. Fasolo, Motta, and
Misuraca (in press) review and com-
pare decision-facilitating websites
popular in the US and in Europe,
focusing on ltaly. The review high-
lights the greater popularity of non-
compensatory sites because of their
greater transparency and user-
friendliness, compared to compensa-
tory websites.

Fasolo, McClelland, and Lange (in
press) ran experiments to compare
consumers' perceptions and choices
on compensatory and noncompen-
satory sites. They found that liking
and quality of choices on the two
sites depended on the structure of
the choice environment. When
choices presented trade-offs among
conflicting attributes (i.e., where at-
tributes were negatively correlated),
the compensatory site was better
liked, but choice was perceived as
difficult. Vice-versa, when trade-offs
were not present (attributes were
positively correlated), the noncom-
pensatory site was better liked and
choice was perceived as easy.

This work highlighted the need to in-
vestigate compensatory multiattrib-
ute algorithms that could combine
the advantages of the two website
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designs: frugality and transparency,
on the one hand, and ability to inte-
grate conflicting attributes, on the
other. Fasolo, McClelland, and Todd
(in press) examine one such algo-
rithm that could be implemented in
future decision-facilitating websites.
By means of simulations, they show
that, in the presence of two con-
straints, consumers can make good
choices despite neglecting most of
the available product attributes. In
particular, only one attribute is
enough to select a good option—one
within 90% of the highest value
possible—as long as either the at-
tributes are all positively correlated,
or they are of unequal importance to
the decision maker.

Biological Examples of Excessive
Choice

Hutchinson (2005) reviewed evi-
dence in animals of whether too
much choice is ever aversive. The
three key questions were whether
animals prefer to visit sites where
there is more choice, whether they
are more likely to choose an item at
such sites, and whether the items
chosen at more diverse sites are bet-
ter. For instance, a reanalysis of data
on mating skew in leks (aggregations
of males) of different sizes sug-
gested that the probability of choos-
ing one of the top n% of males
might be highest at intermediate lek
sizes.

Modeling the Hindsight Bias With
Fast and Frugal Heuristics

Some years ago, the work on fast
and frugal heuristics was extended
to model a well-known phenomenon
of memory research, the hindsight
bias. Hindsight bias can occur when



people make a judgment or choice
and are later asked to recall what
their judgment had been. If, in the
interim, they are told what the cor-
rect judgment should have been,
their memory for their own judg-
ment tends to become biased toward
the new information. To explain this
phenomenon, Hoffrage, Hertwig, and
Gigerenzer (2000) developed the
RAFT model (Reconstruction After
Feedback with Take The Best). The
core assumption of the model is that
new information updates the knowl-
edge base, which, in turn, will be
used to reconstruct the initial re-
sponse.

Recently, Hertwig, Fanselow, and
Hoffrage (2003) put this model to a
further test. Although typically con-
sidered to be a robust phenomenon,
the hindsight bias is subject to mod-
erating circumstances. A well-known
meta-analysis of the phenomenon
revealed that the more experience
people have with the task under
consideration, the smaller is the re-
sulting hindsight bias. This observa-
tion is one benchmark against which
the explanatory power of the process
models of hindsight bias can be
measured. Can the RAFT model ac-
count for this "expertise effect"? Yes.
Specifically, using computer simula-
tions of the RAFT model, Hertwig,
Fanselow, and Hoffrage observed
that the more comprehensive deci-
sion makers' prior knowledge is, the
smaller is their hindsight bias. In
addition, they made two counter-
intuitive observations: First, the rela-
tion between prior knowledge and
hindsight bias appears to be inde-
pendent of how knowledge is pro-
cessed. Second, even if prior knowl-
edge is false, it can reduce hindsight

bias. This work was included in a
special issue on the hindsight bias,
which appeared 2003 in Memory,
with Ulrich Hoffrage and Riidiger
Pohl as guest editors.

The Benefits of Cognitive Limits
The premise that human informa-
tion-processing capacity is limited is
usually accompanied by another as-
sumption, namely, that these limita-
tions pose a liability: They constrain
our cognitive potential. These limita-
tions bar us from performing feats,
such as reciting the /liad from mem-
ory or, for many of us, remembering
the three things we were to pick up
at the store. Even more sinister,
though, is that these cognitive limits
are also suspected of being culpable
for lapses of reasoning. The link be-
tween cognitive limitations and rea-
soning errors, more generally, and
human irrationality can be found in
such disparate research programs as
Piaget's theory of the cognitive de-
velopment of children, Johnson-
Laird's mental model theory, and
Kahneman and Tversky's heuristics-
and-biases program. By bringing to-
gether ideas on cognitive limits from
a variety of fields, Hertwig and Todd
(2004) challenge the seemingly
obligatory connection between cog-
nitive limitations and human irra-
tionality. While not doubting that
limits can exact a price, they ques-

tion their exclusively negative status.

First, the thesis is put forth that de-
cision-making strategies that take
limitations into account need not be
less accurate than strategies with
little regard for those limitations; in
fact, in psychologically important
contexts, simple strategies can actu-
ally outperform "unbounded” strate-

Key References

Hertwig, R., Fanselow, C.,
& Hoffrage, U. (2003).
Hindsight bias: How
knowledge and heuristics
affect our reconstruction
of the past. Memory, 11,
357-377.

Hertwig, R., & Todd, P. M.
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better: The benefits of
cognitive limits. In D.
Hardman & L. Macchi
(Eds.), Thinking: Psycholog-
ical perspectives on
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decision making (pp. 213-
231). Chichester: Wiley.
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bias. Special Issue of
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11 articles).
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Hindsight bias: A by-prod-
uct of knowledge updat-
ing? Journal of Experimen-
tal Psychology: Learning,
Memory, and Cognition, 26,
566-581.
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Schooler, L. J., & Hertwig,

R. (in press). How forget-
ting aids heuristic infer-
ence. Psychological
Review.

Goldstein, D. G., &
Gigerenzer, G. (2002).
Models of ecological ra-
tionality: The recognition
heuristic. Psychological
Review, 109, 75-90.

gies. Second, it is argued that limita-
tions in processing capacity can ac-
tually enable rather than disable im-
portant adaptive functions. Third, it
is suggested that some of the rea-
soning errors produced by the mind's
cognitive limits fulfill important
adaptive functions. Finally, the as-
sumption is challenged that simple
decision-making strategies have
evolved in response to the cognitive
limitations of the human mind. The
reverse causality is suggested and
the thesis is submitted that capacity
constraints may, in fact, be a by-
product of the evolution of simple
strategies.

How Forgetting Aids Heuristic
Inference

Forgetfulness is amongst our most
troublesome cognitive limitations.
Why don't we have the perfect recall
of a computer memory chip? A few
theorists have argued that forgetting
should not be seen as a limitation,
but as key to the proper working of
human memory. Essentially, forget-
ting prevents outdated information
from interfering with more recent
information that is likely to be more
relevant. Schooler and Hertwig (in
press) propose that forgetting may,
in addition, prove beneficial for in-
ference heuristics that exploit
mnemonic information, such as
recognition and retrieval fluency. To
explore the mechanisms that link
loss of information and heuristic
performance, they implemented the
recognition heuristic (Goldstein &
Gigerenzer, 2002) and the fluency
heuristic (e.g., Jacoby & Dallas,
1981) in ACT-R (Anderson & Lebiere,
1998). The ACT-R research program
strives to develop a coherent theory
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of cognition, specified to such a de-
gree that phenomena from percep-
tual search to the learning of alge-
bra can be modeled within the same
framework. In particular, ACT-R of-
fers a plausible model of memory
that is tuned to the statistical struc-
ture of environmental events.

This model of memory was central to
Schooler and Hertwig's (in press) im-
plementation of the recognition
heuristic and the fluency heuristic,
both of which depend on phenome-
nological assessments of memory re-
trieval. The former operates on
knowledge about whether a stimulus
can be recognized, while the latter
relies on an assessment of the flu-
ency, the speed, with which a stimu-
lus is processed. By grounding these
memory-based heuristics in a cogni-
tive architecture, they aimed to pre-
cisely define these heuristics and an-
alyze whether and how loss of infor-
mation—that is, forgetting—fosters
their performance. Using computer
simulations, the authors demon-
strated that forgetting boosts the
accuracy of the recognition heuristic
(Goldstein & Gigerenzer, 2002),
which relies on systematic failures of
recognition to infer which of two
objects scores higher on a criterion
value. Similarly, simulations of the
fluency heuristic, which arrives at
the same inference on the basis of
the speed with which the two ob-
jects are recognized, indicate that
forgetting helps maintain the dis-
criminability of recognition speeds.
Thus, the ignorance that forgetting
brings can, paradoxically, enhance
inferences about real objects in the
world.



How Emotions Aid Fast and Frugal
Heuristics

Following Herbert Simon's claim that
a complete explanatory account of
human rationality must identify the
significance of emotions for choice
behavior, Muramatsu and Hanoch (in
press) propose a strategy to study
the significance of emotion in deci-
sion-making processes. They argue
that emotions exert systematic in-
fluence on thinking and choice. They
alter one's goal prioritization, deter-
mine the relative salience of aspects
of a task, shape cost-benefit assess-
ments, often tell us when to stop
processing information, and render
unthinkable many options for the
decision maker.

Hanoch and Vitouch (2004) chal-
lenge the idea that high levels of
emotional arousal are necessarily
detrimental for performance, which
is a common interpretation of the
Yerkes-Dodson Law. In contrast to
prevailing assumptions that having
more information available is neces-
sarily preferable to having less infor-
mation, they show that the adaptive
value of high emotional arousal
stems precisely from its ability to
restrict agents' attention. By this
process agents are able to perform
two vital functions: (i) focus their
attention on the most urgent and
vital information within the environ-
ment while overlooking peripheral
information and (ii) mobilize the
body to deal quickly with urgent
problems.

Heuristics and the Law

Most lawyers would posit “heuristics
and the law" to be a nonissue. In
continental law, rules are generated
by Parliament, and they are applied

by the executive or by the courts. All Key References

these formal institutions function Engel, C., & Gigerenzer, G.
under complex procedural rules that (Eds). (in press). Heuristics
i i and the law. Cambridge,
do not seem open for parsimonious MA: MIT Press.
context-specific decision rules. On Muramatsu, R. & Hanoch,
closer inspection, however, one finds Y. (”;1 PfFSS]-fEmgt'O”daza
. “ mecnanism Tor oounde:
legislators responding to scandal, rational agents: The fast
administrators taking one-reason ?d frug.alpwavhljwma/ of
.. . conomic rsychology.
decisions, and courts cutting venolegy
th h | b vi Hanoch, Y., & Vitouch, O.
rougn comp e).( cases oy re _ymg on (2004). When less is more:
what they perceive to be their Information, emotional
: : arousal and the ecological
salient features. R.efsearc.h in psy- reframing of the Yerkes-
chology has identified situations in Dodson Law. Theory and

Psychology, 14 (4),

which fast and frugal heuristics can oy hes

lead to more accurate decisions than
more elaborate strategies that use
more information, time, and re-
sources. Can a less-is-more ap-
proach be applied to law as well?
When are fewer rules better than
more? Should legal rules be designed
so that the authorities entrusted
with their application need less in-
formation? How many tax laws does
a society need?

These results can provide a new per-
spective and stimulation for two im-
portant programs. The law and eco-
nomics movement offered rational
choice theory as a descriptive ac-
count of human behavior and social
or aggregate utility maximization as

Dahlem Workshop on Heuristics and the Law

In June 2004, 40 scholars from law, psychology, economics, and related fields
participated in a five-day Dahlem workshop to clarify the role of heuristics in the
law. The workshop was organized by Christoph Engel, of the Max Planck Institute
for Research on Collective Goods in Bonn, and Gerd Gigerenzer, and centered on
four key questions: Are heuristics a problem or a solution? What is the role of
heuristics in making law? What is the role of heuristics in court? How do heuris-
tics mediate the impact of law on behavior?

As in all Dahlem workshops, the conference was not based on a series of talks.
Rather, the editors asked 16 of the participants to write a paper on a specified
topic, and these were distributed months before the workshop to all participants.
The participants were then asked to comment on the papers whose topics they
felt competent on, and these comments were also distributed before the work-
shop started. The five days of meetings were spent exclusively on intensive dis-
cussion and on writing the four group reports, addressing the four key questions.
The revised chapters will be published by MIT Press.
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a prescriptive goal for the design of
legal rules. However, many scholars
in the law and economics tradition
became dissatisfied with a standard
of individual utility maximization
that sometimes ran dangerously
close to being nonfalsifiable. This
had particular salience in areas such
as smoking or obesity, where large
portions of the policy community
simply refused to accept the idea
that individual choices were not
amounting to a problem, even for
the individual choosers themselves.
The second project, behavioral law
and economics, has been heavily in-
fluenced by the conceptual frame-

work of the heuristics and biases
program. This has been enormously
fruitful research, but has been in-
clined to share the same half-
empty-glass perspective displayed by
the judgment and decision-making
literature more generally. Behavioral
law and economics scholars have
tended to extrapolate from the
heuristics and biases research with-
out appreciating the way in which
that research’'s aim of identifying
"general-purpose heuristics” might
not be well suited to the purpose of
making domain-specific policy rec-
ommendations.

The ABC Research Group in 2004

Left to right, front row to back row: Monika Keller, Rocio Garcia Retamero, Gerd Gigerenzer, Henry Brighton, John Hutchinson; Michaela
Gummerum, Tim Johnson, Benjamin Scheibehenne, Shenghua Luan; Lael Schooler, Bettina von Helversen, Anja Dieckmann, Masanori
Takezawa; Ulrich Hoffrage, Nathan Berg, Jorg Rieskamp; Rui Mata, Will Bennis, Wolfgang GaiBmaier, Thorsten Pachur; Magnus Persson,
Andreas Wilke, Jutta Wittig, Guido Biele, Peter Todd (not pictured: Uwe Czienskowski, Yaniv Hanoch, Konstantinos Katsikopoulos, Julia
Schooler).
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Ecological Rationality

Fast and frugal heuristics can perform as well, or better, than algorithms
that involve complex computations. Even if humans had the mental compu-
tational power to use such complex algorithms, they would not gain much, if
anything at all, by using them. The astonishingly high accuracy of these heu-
ristics indicates their ecological rationality; fast and frugal heuristics exploit
the statistical structure of the environment, and they are adapted to this
structure. Our upcoming group book, the follow-up to Simple Heuristics That
Make Us Smart, will focus on ecological rationality by exploring the ways
that simple decision mechanisms fit with particular information structures

in their environment. The book will cover heuristic building blocks and deci-
sion trees, social and nonsocial environments, as well as how people struc-
ture their own environments for easier cognition, and it will feature decision
domains ranging from medical diagnosis to choosing a parking space.
Navigating through the environment puts people into the business of making
bets: Bets about the structure of the environment and about the risks they
face. In this section, we highlight the costs that can be paid when people
place bad bets about the risks of travel, and explore the processes that peo-
ple use to assess risk.

The Risky Business of Avoiding
Risks

Catastrophic events, such as the ter-
rorist attack on September 11, 2001,
in which many people are killed at
one point in time, as opposed to sit-
uations where the same number of
people are killed over a longer pe-
riod, tend to generate great fear.

These high-consequence, but low-
probability events are called dread
risks. If Americans avoided the dread
risk of flying after the terrorist attack
and instead drove some of the miles
not flown, one would expect an in-
crease in traffic fatalities—a second
toll of lives that has apparently gone
unnoticed. But has this happened?
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Figure 3. Number of fatal
traffic accidents in the
United States in 1996
through 2000 versus 2001.
The blue line represents
the means for the years
1996 through 2000, the
vertical black bars indicate
the highest and lowest val-
ues for those years, and
the red squares indicate
the values for 2001. Note
the increase of fatal traffic
accidents in the three
months following Septem-
ber 11. During these
months an estimated 350
Americans lost their lives
on the road, presumably in
the attempt to avoid the
risk of flying.
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After September 11, millions of
Americans stopped, or reduced, their
air travel. According to the Air
Transport Association, the national
revenue passenger miles decreased
in October, November, and December
2001 by 20%, 17 %, and 129%,
respectively. Reports of increased ve-
hicle miles from the American Office
of Highway Policy Information sug-
gest that a number of these Ameri-
cans instead chose to drive: Com-
pared with 2000, monthly miles
driven were on average 0.9% higher
before September 2001, but 2.9%
higher in the three months follow-
ing. In the last three months of the
year, the largest traffic increase oc-
curred on rural interstate highways
(5.3%), which is consistent with the
hypothesis that there was an in-
crease in long-distance travel by car.
As Figure 3 shows, the number of fa-
tal crashes from January through
August 2001 closely followed the
numbers for the five preceding years,
whereas from October through De-
cember 2001, it consistently rose at
or above the upper range of the pre-
vious years. A more detailed analysis
(Gigerenzer, 2004a) estimated that
350 people lost their lives by trying
to avoid the risk of flying in the
three months following September
2001. This number is higher than the
total number of passengers and crew
killed on the four fatal planes.
Preventing terrorist attacks is diffi-
cult, but avoiding the second, psy-
chologically caused toll of lives is
possible, and should become a focus
of security policy. The pictures of the
planes striking the twin towers
—shown again and again on TV—
appealed to emotion and increased
fear. In contrast, few citizens were
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exposed to the fact that driving a car
for 12 miles is as risky as one non-
stop flight (even after September 11).
Thus, if one arrives safely at the air-
port with the car, the most danger-
ous part of the trip may already be
past. To prevent a similar secondary
toll of lives happening again in the
future, the public should be better
informed about psychological reac-
tions to catastrophic events and the
potential risk of avoiding risk.

Sample-Based Inferences About
Risk

When trying to infer the frequency
of occurrence of events in real-world
environments, people cannot typi-
cally consult frequency tables that
provide summary statistics. Instead,
they need to make such inferences
on the basis of limited information.
Such information can come in two
forms—either in terms of cues or in
terms of samples of the event in
question. Most heuristics in the
adaptive toolbox embody cue-based
inferences, but recently ABC has be-
gun to consider models for sample-
based inferences. Pachur, Rieskamp,
and Hertwig (in press) developed and
tested the social circle heuristic, a
heuristic for judging which of two
events (e.g., health risks) occurs
more often in the population. The
heuristic relies exclusively on the
number of occurrences of the events
in a person's social circle (i.e., self,
friends, family, acquaintances),
which are searched sequentially. As
soon as enough occurrences of the
events are recalled to discriminate
between the frequencies of the
events, search is stopped. The
heuristic implies that frequency
judgments are often made based on



very small samples. In computer sim-
ulations Pachur et al. demonstrated
that the heuristic is ecologically
rational: That is, in particular real-
world environments, it makes as ac-
curate judgments as models that rely
on much larger samples.

To what extent do people use infor-
mation about the frequency of
events in their social networks to
make inferences about the frequency
of occurrence of health risks, such as
cancer, tornados, motor vehicle acci-
dents, or tuberculosis? To investigate
what mechanisms people use when
judging risk frequencies, Hertwig,
Pachur, and Kurzenhauser (in press)
asked participants to pick out of two
health risks the more frequent one in
Germany, and to estimate the num-
ber of people who are annually af-
fected by the risks. The authors
specified predictions for four differ-
ent candidate mechanisms to ac-
count for these judgments. Of the
four candidates, two mechanisms
accounted for people's judgments
best. The first, similar in spirit to the
social-circle heuristic, makes fre-
quency judgments based on the
number of cases in a person's social
network (availability-by-recall); and
the second, a mechanism that as-
sumes that frequencies are moni-
tored automatically and people's es-
timates accurately reflect actual fre-
quencies (though slightly regressed
toward the mean; regressed-fre-
quency). The superior fit of these
mechanisms thus suggest that peo-
ple have a relatively good sensitivity
to the frequencies of health risks.
Sampling-based heuristics have dif-
ficulty picking up on extremely rare
events. The consequences of obtain-
ing probabilistic information by

sequential sampling rather than in a
summary format was studied by
Hertwig, Barron, Weber, & Erev
(2004) in a context in which people
are asked to decide between two
lotteries (e.g., A: Get $4 with proba-
bility .8, $0 otherwise, or B: Get $3
for sure). The most prominent
descriptive theory of how people
decide between such lotteries is the
prospect theory (Kahneman &t
Tversky, 1979; Tversky & Kahneman,
1992). This theory posits that, rela-
tive to the objective probabilities
with which an outcome can be
expected to occur, people make
choices as if small-probability events
receive more weight than they de-
serve and as if large-probability
events receive less weight than they
deserve. Hertwig et al. (2004) argued
that—in contrast to the standard
paradigm for studying decisions be-
tween gambles, in which people are
provided with a symbolic, usually
written descriptions about the prob-
abilities of the outcomes of gambles
(decision by description)—we rarely
have complete knowledge of the
possible outcomes of our actions and
their probabilities. Instead, we rely
on the experience that we have ac-
cumulated over time. Hertwig et al.
referred to this kind of choice as a
decision from experience. To find out
whether people behave differently
when deciding from experience op-
posed to deciding from description,
Hertwig et al. (2004) created an ex-
perimental environment in which
people had to learn the outcome
probabilities associated with pairs of
lotteries by sampling from either
distribution as many times as they
wished. After they stopped sampling,
they were asked which lottery they
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wanted to play for real payoffs. As it
turned out, compared to the choices
of respondents who received written
descriptions of each option, the
choices by respondents who were
allowed to sample the possible out-
comes freely and repeatedly sug-
gested that rare events had less im-
pact than they deserved (given their
objective probability)—the opposite
of the predictions from the prospect
theory.

To account for the dramatic differ-
ence between decisions from de-
scription and decisions from experi-
ence, Hertwig and colleagues cited
two factors—small samples and a
recency effect. First, the experience
group tended to rely on small sam-
ples of outcomes, which meant that
they either never encountered the
rare event or encountered it less fre-
quently than expected on the basis
of its objective probability. Second,
they paid more attention to recently
experienced outcomes. In contrast,
having read about the rare events,
the description group tend to exag-
gerate their importance.

Individual Differences in Risk
Taking

The topic of the next three sections
is individual differences with respect
to risk taking, and the development
of measures to predict and to assess
people's willingness to take risks.

How to Identify the Young Daredevils
in Traffic

We start with the youngest age
group that we studied: 5- to 6-year-
olds. The risky activity under consid-
eration is crossing the street in front
of oncoming vehicles. Is each young
pedestrian similarly at risk? To find
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this out, Hoffrage, Weber, Hertwig,
and Chase (2003) placed 44 children
on the curb of a busy one-way street
in Munich where there was no traf-
fic light or crosswalk. They then
asked them to indicate when they
thought it was safe to cross the
street. As expected, some children
were more likely than others to say
they could still cross the street when
it was potentially dangerous to do
so. Did children's willingness to take
risks in the street correlate with
their willingness to take risks in the
laboratory?

The researchers played two games
with the children, a gambling game
and a computer game. In the gam-
bling game, each child was pre-
sented with ten wooden boxes, nine
of which contained coveted stickers;
the tenth box contained a little
devil. The children were told to
choose and open the boxes one-by-
one. If they chose the box with the
devil, the game ended and they lost
their stickers; but if they stopped the
game before they found the devil's
box, they were allowed to keep the
stickers they had found. Children
who stopped early were classified as
risk avoiders, while those who
pressed their luck were labeled risk




takers. In the computer game, the
real-traffic scenario was simulated
as closely as possible. Children were
seated in front of a computer moni-
tor that depicted—from an aerial
view—a stream of oncoming vehi-
cles, with gaps of varying size be-
tween them. With a key press, the
children sent a pedestrian across the
street. They were told that for every
successful crossing they would re-
ceive a piece of candy, whereas for
every accident they would lose three.
The classification of risk takers ver-
sus risk avoiders was based on their
accident rates in this task.

It turned out that those children
who were risk takers in the gambling
task made more crossing decisions,
especially when the gaps between
cars were of medium size—a time
when it is often unclear whether a
child could safely cross. Second, they
tolerated shorter time intervals be-
tween initiation of the crossing deci-
sion and arrival of the next vehicle,
and were more likely to cause a (hy-
pothetical) accident. Third, they
made decisions more quickly than
risk avoiders. Finally, while boys were
more likely than girls to make risky
decisions, whether a child was a risk
taker according to the gambling
game was a far better predictor of
their street-crossing behavior than
gender. The computer game, in con-
trast, did not predict behavior in the
real-traffic situation, which may be
explained by the compensatory pay-
off structure: Candies lost with acci-
dents could be compensated for with
successful crossings. Finding the
devil's box, however, was noncom-
pensatory and led to loss of every-
thing accumulated so far—as in the
real-traffic situation.

Individual Differences in Risk Taking
in Sports

Individual players differ in the de-
gree to which they are willing take
risky decisions. A popular view is
that such risky decisions can be ex-
plained by differences in personality
traits. Rather than simply identifying
differences in risk-taking behavior
between individuals, Raab and John-
son (2004) explored the mechanisms
that may underlie such differences.
A basketball task was used in which
participants had four options dis-
played on a video screen that varied
in the degree of associated risk. For
example, shooting to the basket was
considered a high-risk option, while
passing to a play maker entails rela-
tively little risk. Different versions of
a computational model of decision
making, Decision Field Theory, were
compared to evaluate whether be-
havioral differences depend on such
factors as the focus of attention, the
initial preference for particular be-
haviors, or an approach-avoidance
interpretation of the task. In basket-
ball, risky shooting behavior can be
best explained by differences in the
initial preferences for risky and safe
options.
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Is Risk Taking a Domain-General
Phenomenon?

How to adequately measure risk-
taking propensity has long been de-
bated among researchers in psychol-
ogy, economics, and other fields re-
flecting the importance of the
construct not only to researchers but
also to policy making. Two of the
main problems researchers have run
into are that, first, people tend not
to be as generally risk seeking (or
avoiding) as is often assumed, but
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rather show differential risk taking
across domains (e.g., a mountain
climber who buys fire insurance) and
second, that some typical risk-taking
measurements (e.g., assessing risk
propensity via choices made be-
tween monetary gambles) do not ex-
tend well to other risk domains or to
behavior outside of the laboratory.
Recently, Weber, Blais, and Betz
(2002) overcame these limitations by
hypothesizing domain-related with-
in-individual differences in attitudes
toward risk and developed a new
psychometric instrument to distin-
guish risk-taking attitude and be-
havior in different domains. Now,
Johnson, Wilke, and Weber (2004)
translated and validated the English
version of this domain-specific risk-
taking scale on more than 500 Ger-
man participants. This German-
language scale assesses tendencies
to engage in risky behaviors as well
as perceptions of risks and expected
benefits from such behaviors in six
distinct domains of risk taking:
ethical, recreational, health, social,
investing, and gambling. As in the
English version, risk-taking as well
as perceptions of risks and benefits
were domain-specific, while per-
ceived risk attitudes were more simi-
lar across domains, thus supporting
the use of a risk-return framewaork
for interpreting risk-taking propen-
sity. The translation has enabled
cross-cultural studies on domain-
specific risk. For example, one study
underway explores how risk taking in
different domains is used as a possi-
ble cue in human mate choice.

Information Representation
We have pursued the issue of eco-
logical rationality in yet another
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way, namely, by studying the ques-
tion of representation. Representa-
tional formats constitute environ-
ments for cognition. This research
has practical relevance in many
domains, such as diagnostic infer-
ence or risk assessment in legal
cases, where the external represen-
tation of diagnostic information
influences physicians', counselors',
and lawyers' performances.
Probabilities and percentages are
representations of uncertainty that
were devised only a few hundred
years ago and still cause people
problems today. For instance, con-
sider the statement: "There is a 30%
chance of rain tomorrow." To investi-
gate what this means to people,
Gigerenzer, Hertwig, van den Broek,
Fasolo, and Katsikopoulos (in press)
surveyed citizens living in five cities
of five countries: New York, Amster-
dam, Berlin, Milan, and Athens,
where probabilities of rain were in-
troduced in 1965, 1975, 1990, on
the Internet only, and not yet, re-
spectively. They approached pedes-
trians in public squares and asked
them to indicate which of three al-
ternatives is the most and the least
appropriate interpretation of the
statement “There is a 30% chance of
rain tomorrow." The alternatives
were (i) "It will rain tomorrow in
309% of the region," (ii) "It will rain
tomorrow for 30% of the time," and
(iii) "It will rain on 30% of the days
like tomorrow." How does the public
understand a quantitative probabil-
ity of rain? Figure 4 shows that two
thirds of the participants in New
York chose "days" as the correct ref-
erence, about one quarter chose
“time," and a few "region." In con-
trast, in none of the European cities
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did we find a majority for "days.” The
favored interpretation in Amsterdam,
in Berlin, in Milan, and in Athens
was “time."

Why does the public understand
probabilities in such multipe ways?
A forecast, such as "There is a 30%
chance of rain tomorrow" conveys a
single-event probability, which by
definition leaves open the reference
class (region, time, or days) to which
it refers. For the National Weather
Service, which defines the probabil-
ity of precipitation “as the likelihood
of occurrence (expressed as a per-
cent) of a measurable amount of lig-
uid precipitation ... during a speci-
fied period of time at any given
point in the forecast region,” a 30%
chance of rain does not mean that it
will rain tomorrow in 30% of the re-
gion or during 30% of the time.
Rather, it means that it will rain in
30% of the days with similar
weather constellations as tomorrow.
The problem, however, is not simply
the public's lack of understanding; it
is the ambiguous communication of
risk to the public. When meteorolo-

gists communicate risks in terms of
single-event probabilities, they leave
open what class of events this per-
centage refers to.

The ambiguity of a single-event
probability in risk communication
and the resulting possibility of mis-
communication is not limited to
probabilities of rain. The same prob-
lem occurs, for instance, when sin-
gle-event probabilities are used by
expert witnesses to explain DNA evi-
dence in the court, and by medical
organizations that publicize state-
ments, such as "If a woman partici-
pates in mammography screening,
she reduces her risk of dying from
breast cancer by 259%," and women
systematically misunderstand this
percentage. Consider another med-
ical scenario in which a physician
needs to infer the probability that an
asymptomatic man has colorectal
cancer (C) after he received a posi-
tive hemoccult test result (pos) in a
routine screening. In terms of proba-
bilities, the relevant information
(concerning a population of men
aged 50) is a base rate for colorectal

Figure 4. First Choice. Peo-
ple in New York (n = 103),
Amsterdam (n = 117),
Berlin (n = 219), Milan (n
= 203), and Athens (n =
108) were asked what the
statement "There is a 30%
chance of rain tomorrow"
refers to. The three alter-
natives were "It will rain
tomorrow for 30% of the
time," "in 30% of the re-
gion,” and "on 30% of the
days like tomorrow.” Note
that most Europeans mis-
understood that the
"30%" is intended to refer
to the class of events of
"days like tomorrow.”
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cancer p(C) = 0.3%, a sensitivity
p(pos|C) = 50%, and a false positive
rate p(pos|C) = 3%. Whereas the
Bayesian answer is 4.7 %, typically
most lay-people (and also doctors)
estimate this probability at approxi-
mately 50% or higher. This result
has been interpreted as the "base-
rate neglect.”

To evaluate and understand the per-
formance of the human mind, one
needs to look at its environment
and, in particular, at the external
representation of the information.
For most of the time during which
the human mind evolved, informa-
tion was encountered in the form of
natural frequencies, that is, absolute
frequencies as they result from ob-

serving cases that have been repre-
sentatively sampled from a popula-
tion. The same information repre-
sented in terms of natural frequen-
cies is: "Thirty out of every 10,000
people have colorectal cancer. Of
these 30 people with colorectal can-
cer, 15 will have a positive hemoc-
cult test. Of the remaining 9,970
people without colorectal cancer,
300 will still have a positive hemoc-
cult test." Natural frequencies sim-
plify Bayesian computations and, as
a consequence, help people gain in-
sight into Bayesian reasoning. This
was demonstrated both with lay-
people (Gigerenzer & Hoffrage,
1995) and in different fields of pro-
fessional decision making (Hoffrage,

Calculated Risks/Reckoning With Risk/Das Einmaleins der Skepsis

At the beginning of the 21st century, most children have learned to read and write, but many adults
still do not know how to reason about uncertainties and risk. As this book repeatedly demonstrates,
physicians or legal experts often do not understand the risks either. This problem has been called innu-

meracy, and this book offers a remedy.

The book provides experts and lay-people with mind tools for understanding risks and communicating
these effectively to others. These tools are easy to learn, and can turn innumeracy into insight. They
can help reduce the widespread uninformed consent in medical, legal, and everyday situations, from
mammography screening to understanding the meaning of a DNA match in a legal trial.

The book, published by Penguin in the UK and Simon & Schuster in the US, was nominated in 2003 for
the Aventis prize that recognizes science books targeted at a general readership. The German transla-
tion (Das Einmaleins der Skepsis: Uber den richtigen Umgang mit Zahlen und Risiken) has been selected
the Most Informative Book of the Year by Bild der Wissenschaft, a major German science magazine.
Japanese and Italian translations have been published, and Chinese and Portuguese translations are

underway.
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Lindsey, Hertwig, & Gigerenzer,
2000). Moreover, Zhu and Gigerenzer
(in press) found that even fourth,
fifth, and sixth graders showed a
better performance with natural fre-
quency problems than adults with
probability problems.

Representations of Risk Reduction
Natural frequencies are also benefi-
cial for a related problem, namely, to
understand the benefit of a therapy
or of participation in a screening
program. Consider again the state-
ment that mammography screening
reduces the risk of dying from breast
cancer by 25%. Does that mean that
from 100 women who participate in
the screening, 25 lives will be saved?
Although many people believe this
to be the case, the conclusion is not
justified. This percentage, in fact,
means that from 1,000 women who
do not participate in the screening,
4 will die from breast cancer within
ten years, whereas from 1,000
women who participate, 3 will die.
The difference between 3 and 4 is
the 259 "relative risk reduction.”
Expressed as an “absolute risk reduc-
tion," however, this means that the
absolute benefit is 1in 1,000, that
is, 0.1%. Cancer organizations and
health departments typically inform
women of the relative risk reduction,
which gives a higher number—250%
compared to 0.1%—and makes the
benefit of screening appear larger
than if it were represented in ab-
solute risks. Kurzenhauser (2003b)
analyzed 27 brochures that informed
women about mammography
screening. The main result was that
the relevant statistical information
about risks and benefits are, for the
most part, poorly explained. Even

when information is provided, it is
frequently given in terms of vague
verbal descriptions rather than in
precise numbers. It should thus not
come as a surprise that there is also
confusion in the normal population
about the meaning of numbers de-
scribing costs and benefits of medi-
cal interventions. Hoffrage (2003)
conducted a survey among 50- to
60-year-old women that has re-
vealed substantial deficits in under-
standing the difference between ab-
solute and relative risks in the con-
text of hormone replacement
therapy.

Applications in Law

Judges also must make decisions
based on probabilities. Does the rep-
resentation of numerical information
in natural frequencies foster
Bayesian reasoning in court? Profes-
sionals and law students in Germany
evaluated two criminal court case
files involving rape and forensic evi-
dence of a DNA match. Expert testi-
mony reported the statistical infor-
mation of DNA profiles and the rates
of technical and human mishaps
leading to false-positive results. This
information was presented in two
different formats, one stated as
probabilities and the other as natu-
ral frequencies. When these statis-
tics were expressed as probabilities,
only 139% of the professionals and
less than 1% of the law students
correctly inferred the probability
that the defendant was actually the
source of the trace. But when the
identical statistics were stated as
natural frequencies, 68% and 44 %
of these same participants made the
correct inference. Perhaps more sig-
nificantly, the different ways of ex-
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Figure 5. Explanation of
the solution to the Monty
Hall problem: In two out
of three possible car-goat
arrangements the contest-
ant would win by switch-
ing; therefore she should
switch.

pressing the same statistical infor-
mation altered the verdicts in each
case. When the information was
presented as probabilities, 45% of
the professionals and 55% of the
students rendered a verdict of guilty,
but only 32% and 33% did so when
the same statistics were expressed

How to Solve the Monty Hall
Problem

Base-rate neglect is an example of a
so-called bias, typically revealed un-
der conditions that differ from peo-
ple's natural environments. By repre-
senting (statistical) information in a
way that better fits how we en-
counter information in the environ-

as natural frequencies (Lindsey,
Hertwig, & Gigerenzer, 2003). When
verdicts hinge on statistical evi-
dence, understanding that evidence
is crucial, and pursuing such simple
methods of fostering statistical
insight could contribute to that goal.

ment, reasoning becomes not only
more accurate but also more consis-
tent with statistical or probability
norms, such as Bayes' rule. Here is
another example: Suppose you are
on a game show and you are given
the choice between three doors. Be-
hind one door is a car; behind the
others are goats. You pick, for exam-

Arrangement 1:

Here the contestant
wins by switching.

Arrangement 2:

Here the contestant
wins by switching.

Arrangement 3:

Here the contestant
wins by staying,

no matter what
Monty Hall does.
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ple, door number 1, and the host,
who knows what is behind the doors,
opens a different door, for example,
door number 3, to reveal a goat. He
then asks you, “Do you want to
switch to door number 27" Is it to
your advantage to switch your
choice? What contestants should do
in this situation (known as the
Monty Hall problem or the three-
door problem) sparked a heated pub-
lic debate. Although it is to the ad-
vantage of the contestant to switch,
until now, all experimental studies
on the Monty Hall problem led to
similar results: The vast majority of
participants believes that switching
and staying are equally good alter-
natives.

Piattelli-Palmarini singled out the
Monty Hall problem as the most ex-
pressive example of the “cognitive
illusions” or "mental tunnels” in
which "even Nobel physicists sys-

tematically give the wrong answer,
and (...) insist on it, and are ready to
berate in print those who propose
the right answer.”

Krauss and Wang (2003) were able
to shed light into this "mental tun-
nel" by formulating the problem in
an ecologically appropriate manner:
By asking “In how many of the pos-
sible arrangements would the con-
testant win by switching and in how
many would she win by staying?"
they allowed their participants to
reason in a frequentist manner (see
Figure 5). By implementing further
manipulations into the problem's
wording (e.g., a perspective change
from the perspective of the contest-
ant to the perspective of the game
show host), they could bring a sub-
stantial portion of the participants
to a full understanding of the brain-
teasers' underlying mathematical
structure.
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Social Rationality

Some of the most ambitious decisions faced by social species are those aris-
ing from an environment comprised of the decisions of conspecifics. Social
environments are characterized by the speed with which they can change,
and by the need to consider the decisions being made by others. These two
features make social rationality an important and distinct form of ecological

rationality.

Understanding Relationships and
Moral Norms in a Cross-Cultural
Perspective

One focus of our research is on the
development of the understanding of
moral obligations and interpersonal
responsibilities in a cross-cultural
context from childhood into late
adolescence. The developmental
course of understanding in China
and Western countries, in particular
Iceland, reveals striking similarities
in conceptions and the sequence of
developmental levels both in general
and situation-specific reasoning
about close friendship and parent-
child relationship. Children of differ-
ent age groups focus on different
defining properties of relationships,
and seem to rely on a limited num-
ber of defining relationship struc-
tures (or cues), which lead to differ-
ent behavioral responses, such as
moral decisions and evaluations. In
spite of the general similarities, cul-
ture modulates the specific meaning
of obligations and responsibilities in
close relationships (Keller & Gumme-
rum, 2003). In the transition from
early into late adolescence, under-
standing of close friendship in both
societies reveals a developmental
path from relationship intimacy to
autonomy. However, young Chinese
see the self and friendship embedded
into society, while Icelandic adoles-
cents focus on the psychological as-
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pects of close friendship, for exam-
ple. the friend as a therapist (Keller,
2004b).

Development of Moral Emotions in
a Cross-Cultural Perspective

Moral emotions, such as guilt that
are associated with the conse-
quences of moral transgressions, are
important cues for the motivational
acceptance of moral norms. While
older children attribute guilt to a
moral violator, younger children have
been defined as "happy victimizers"
because in spite of moral knowledge,
they attribute positive feelings to
moral rule violators. However, this
shift in attributions has not been
found consistently. We tested in a
cross-cultural study whether a self-
other differentiation may be an ex-
planation for these inconsistent
findings. Six- and nine-year-old Ger-
man and Portuguese children had to
attribute emotions to a rule violator,
both in the role of self and hypo-
thetical other (Keller, Lourenco,
Malti, & Saalbach, 2003). The find-
ings revealed a developmental shift
in both roles, but moral feelings
were attributed much more fre-
quently to self as violator than to
the hypothetical other. Thus, a self-
other differentiation only partly ac-
count for inconsistent results in the
attribution of emotions to others.
We are presently analyzing Chinese



data in which no emotional shift ob-
tained for other. Thus, our research
shows that not only different age
groups but children from different
cultures rely on different cues in the
interpretation of the emotional con-
sequences of moral transgressions.
Two other studies have been per-
formed to follow up on the phenom-
enon of moral emotions in different
contexts. The first study intercon-
nects deontic reasoning about con-
tracts and contract violation with
the attribution of emotions in a de-
velopmental perspective (Keller,
Gummerum, Wang, & Lindsey, 2004).
Already, young children from the age
of 5 to 6 years on can understand
contract violation from the two dif-
ferent perspectives of the contrac-
tors in parent-child and peer rela-
tionships. However, relationship cues
influence the understanding of emo-
tions of contract violators. In the
symmetrical peer relationship, older
children attributed moral feelings
much more frequently than the
younger children. In the asymmetri-
cal parent-child relationship this lin-
ear increase was supported for the
attribution of quilt feelings to the
mother as contract violator. How-
ever, even the oldest children tended
to attribute positive feelings to the
child who is a violator. We con-
cluded that moral feelings in the
case of contract violation are spe-
cific to the type of relationship.
Thus, we cannot conclude that there
is one cheating detection device
which helps identify contract viola-
tion in all kinds of relationships, but
that this device has to be adapted to
the domains of different relation-
ships. This question is presently fol-
lowed up in a further study control-

ling systematically for type of rela-
tionship and type of contract.

The Roles of Cognition and
Emotion in Cooperation

The details of what cues and algo-
rithms are involved in altruism,
friendship, and general good will as
well as the potential functions of
emotional states in these algorithms,
have been the subject of a good
amount of speculation and research.
For a recent Dahlem Conference vol-
ume, McElreath et al. (2003) re-
viewed the empirical evidence and
theory about the cognitive nature of
heuristics for cooperation, and the
role of emotion and affect in requ-
lating such behaviors. This literature
has important implications for inter-
preting natural history (for animals
ranging from bats to hermaphrodite
fish), and for predicting the effects
of institutional design on patterns of
human cooperation.

Honor and the Regulation of
Conflict

In many societies, people value their
public standing or "honor," and other
individuals recognize this standing
as predictive of how others will be-
have when threatened or exploited.
Such cultures of honor have existed
in many places and times, seem to
arise quickly, and have enduring
properties. Yet the logic of honorable
strategies is poorly understood. So-
cial strategies of this type are im-
possible for individuals to decide
upon rationally: When individuals
pay attention to the behavior of
others, the distributed effects of
individual actions are very complex.
A good amount of speculation and
induction from historical and ethno-
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graphic cases exists, but deductive
analysis of these arguments has
been lacking. Thus, the function and
value of the attitudes that generate
cultures of honor are unclear.
McElreath (in press) analyzed a for-
mal model of conflict management
strategies that track and value per-
sonal honor, to explore the material
incentives and community structures
that might lead to and maintain
them. The analyses indicate that,
unlike models of public standing for
regulating cooperation, simple
honor-attentive strategies perform
well even when information about
the standing of others is poor. The
results may also explain the persist-
ence of cultures of honor in situa-
tions where the material incentives
that may have lead to the values
arising are no longer present.

Adaptive Foundations of an
Egalitarian Social Norm

One of the important problems of
social rationality is to explain how a
social norm will emerge from the in-
teractions among socially rational
agents who adopt their behaviors
and cognitions in response to cur-
rent social environments. As an illus-
tration, we focused on the emer-
gence of an egalitarian distributive
norm widely observed in primordial
societies. It has been argued that
communal sharing has emerged be-
cause it is a social device reducing
uncertainty that is inherent in re-
source acquisition, but this cannot
explain how the so-called free-rider
problem is solved. Through a series
of evolutionary computer simula-
tions, it was shown that communal
sharing norms can emerge, and are
sustained when there is asynchro-
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nous uncertainty on food acquisition
(Kameda, Takezawa, & Hastie, 2003).
We further extended the results, and
hypothesized that this environment
structure may work as a cue to in-
duce a sharing behavior: When a re-
source acquisition is framed as un-
certain, people may tend to share
such a resource with the others. This
hypothesis was confirmed in differ-
ent cultures under different settings
(vignette and laboratory experiments
in Japan and the US; Kameda,
Takezawa, Tindale, & Smith, 2001).
In a new project by Keller, Takezawa,
and Gummerum, the sharing of re-
sources is studied with children in
the context of cooperative games.

Recognition and Group Decision
Making

Reimer and Katsikopoulos (2004)
studied how recognition affects
group decision making, by conduct-
ing a laboratory experiment in which
three individuals discussed and in-
ferred as a group which of two cities
has a larger population. First, they
asked whether members who use the
recognition heuristic have more, less,
or equal influence in the combina-
tion of individual inferences, com-
pared to members who do not use
the heuristic. Overall, the recognition
heuristic was more accurate than
other cues, and users of the heuristic
were more influential. For example,
consider the case where one individ-
ual is partially ignorant, recognizing
only city A, while two individuals
recognized both cities A and B; fur-
thermore, both more knowledgeable
members inferred that B was larger.
The group decided that A was larger
in 599% of the comparisons. The au-
thors found less-is-more effects in



group decision making. For example,
a group that recognized only 60% of
the cities was correct on 839% of the
comparisons, while a group that rec-
ognized 809% of the cities was cor-
rect on 759% of the comparisons.
Consistently, the data revealed that
lower recognition rates were corre-
lated with higher levels of accuracy.
It was formally shown that less-is-
more effects are predicted by a
range of ways of aggregating indi-
vidual inferences.

How does group decision making
compare to individual decision mak-
ing? This question has been exten-
sively studied with the "hidden-pro-
file" paradigm. Consider the follow-
ing situation: Two candidates, A and
B, apply for a position, and a four-
member committee has to select one
of them. Overall, most arguments are
in favor of candidate A. However, no
single group member is aware of this
because information is distributed
among the committee members in a
biased way, such that each group

member has more arguments in fa-
vor of candidate B. Are groups able
to detect the hidden profile, that is,
are they able to detect that there are
more arguments in favor of candi-
date A overall? Experimental evi-
dence suggests that the answer is
“no"—in the present example, most
groups would decide for candidate B.
According to the most prominent
explanation for this so-called hid-
den-profile effect, groups fail to pool
and integrate all available pieces of
information. However, the question
of how the information should be
processed by the group has been
rarely asked in this literature. In sev-
eral of our own simulation studies, it
turned out that a group version of
Take The Best very effectively identi-
fies concealed alternatives in the
hidden-profile task, thereby demon-
strating that the detection of a hid-
den profile does not necessarily re-
quire exhaustive information pro-
cessing (Reimer & Hoffrage, in
press).
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Evolutionary Psychology

Evolutionary psychology lies at the heart of many research projects under-
taken by the ABC research group, providing a motivation for bounded ration-
ality, supporting the significance of the environment in ecological rationality,
and emphasizing the importance of the social interactions that lead to evo-
lutionary change in social rationality. At the same time, evolutionary psy-
chology is grounded in ecological rationality: It assumes that our minds were
designed by natural selection to solve practical problems in an efficient and
effective manner. While evolutionary psychology focuses specifically on an-
cestral environments and practical problems with fitness consequences, eco-
logical rationality additionally encompasses decision making in present envi-
ronments without privileging problems with fitness consequences. Recently,
Hoffrage and Vitouch (2002) wrote a chapter on these and other issues in
evolutionary psychology for a textbook on general psychology, which is no-
table for being one of the first accounts of this topic in such a German text-
book (see also Hoffrage, in press-a).

As Todd, Hertwig, and Hoffrage (in press) argue in a new chapter upcoming
in an important handbook of evolutionary psychology, a set of broad forces
operating on multiple domains can also impact on the design of specific
cognitive systems. They discuss how the costs of gathering information, and
of using too much information, can be reduced by decision mechanisms that
rely on as little information as possible—or even a lack of information—to
come to their choices. They also explore how the pressures to use small
amounts of appropriate information may have produced particular patterns
of forgetting in long-term memory and particular limits of capacity in short-
term memory. Finally, they show how selection for being able to think about
past sets of events has given us humans reasoning mechanisms best able to
handle information represented as samples or frequencies of experience
rather than as probabilities—another recurring theme of the ABC group's
research.

Mate Choice

One of the most evolutionarily im-
portant decisions is mate choice. By
definition, sexual reproduction en-
tails combining one's own genes
with another individual's genes to
produce offspring. Through mate
choice decisions made on the basis
of perceived cues, individuals can in-
fluence the quality of the genes
passed on to their offspring, and the
quality of the parental care their
offspring will receive (see van den
Broek, & Todd, 2003, for an applica-
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tion of this idea to the evolution of
rhythmic songs as mate quality sig-
nals; Miranda, Kirby, & Todd, 2003,
for related investigations). For many
species, including humans, potential
mates are not encountered simulta-
neously, but rather sequentially.
When individuals find a potential
mate, they must decide whether the
prospect is good enough to have off-
spring with. This sequential search
problem can be addressed through
the use of simple satisficing heuris-
tics, which establish a threshold as-



piration level that enables the
straightforward judgment of the ac-
ceptability of a given potential mate.
Siméo and Todd (2003) have ex-
plored ways in which this aspiration
level can be set, based on the experi-
ence of the individual searching for
a mate, finding that simple thresh-
old-adjustment mechanisms can
outperform complex optimizing
methods in this domain, as in others.
The decision mechanisms that may
have evolved to help us solve adap-
tive problems, such as mate choice,
rely on the structure of the environ-
ment to make appropriate choices,
and they will not work as well when
the environment is different from
what they expect (i.e., constantly be-
ing confronted with images of beau-
tiful people through mass media
may skew our mate preferences in
ways that lead to poorer individual
choices).

In modern Western societies, decid-
ing when to get married seems like a

highly personal and individual
choice. We may feel that we are
considering options and weighing
possibilities that nobody else has
ever had to think about in the same
way. Furthermore, much research
has pointed out the societal and
economic constraints that impact on
even these personal decisions. In-
deed, when viewed from the aggre-
gate level, the distribution of the
ages at which people first get mar-
ried shows surprising regularity
across populations, following a
right-skewed bell shape (see Fig-
ure 6, showing the similarly-shaped
pattern across different countries
and times, despite differences in
overall marriage rates that affect the
maximum height of the curve).
Somehow, what people are doing in
the mating game at the individual
level seems to be following system-
atic rules that generate distinct pat-
terns at the population level. But
how? And how can we find out?

0.16
-------- —— Norway men, 1998
0144 =N
Norway women, 1998
— Norway men, 1978
0124 & 5 NG| e Norway women,1978
— Romania men, 1998
o104 S /) RANC | e Romania women, 1998

008/

0.06 4

Probability of first marriage

0.04

Source. Todd, Billari, & Simao, in press.

Figure 6. Hazard function
for marriage (Number of
first marriages of people
who attain a given age x
in a year by the number of
still-unmarried individuals
of age x-1 at the begin-
ning of the year). These
curves show a similar pat-
tern across different coun-
tries and times, despite
differences in overall mar-
riage rates that affect the
maximum height of the
curve. Todd, Billari, &
Sim3o (in press) demon-
strate that curves like
these can emerge when
large numbers of simu-
lated agents choose mates
according to simple and
psychologically plausible
rules.
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Todd, Billari, and Sim&o (in press) ac-
counted for these patterns by devel-
oping agent-based models that sim-
ulate the aggregate behavior of indi-
viduals searching for marriage
partners. In contrast to past models
from demography and economics as-
suming fully rational agents with
complete knowledge of the marriage
market, their simulated agents use
psychologically plausible simple
heuristic search rules that adjust as-
piration levels on the basis of a se-
quence of encounters with potential
partners. They found that while
these simple rules could indeed ac-
count for demographic-level out-
comes in terms of aggregated indi-
vidual behaviors, substantial indi-
vidual variation had to be included
in the models to account for the
demographically observed age-at-
marriage patterns.

This work shows that decision mech-
anisms not only exploit environment
structure, they also initially help to
create it: In this case, mate-choice
mechanisms affect the population of
available mates for others to choose
from, which in turn can be seen in
population-level measures of mating
success, such as the age at which in-
dividuals mate. Studies such as this
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close the loop from environment
structure to evolved behavioral
mechanisms, back to behaviorally in-
fluenced environment structure, fur-
ther strengthening the connection
that evolutionary psychology focuses
on, between the mind and the world.
Hutchinson and Halupka (2004) re-
visited the problem of sequential
mate choice, introducing the realis-
tic complication that in many
species males occur in clumps. The
paper first derived the optimal be-
havior in a simplified environment
when there should be just two quali-
ty thresholds above which a male
should be accepted, one when there
are males left to inspect in the cur-
rent patch and a lower one when in-
specting new males requires moving
to a patch. Optimal policies in more
complex and realistic environments
were derived, and their performance
compared with that of the two-
threshold policy and of other simple
heuristics proposed in the literature.
Usually the best heuristic was the
simple two-threshold policy, sug-
gesting that deriving heuristics from
optima in simplified environments
might sometimes be superior to
more ad hoc approaches.



Methods, Metaphors, and Theory Construction

In spite of the fact that most scientists search for universal truths, scientific
“truths" are contingent in important ways on the statistical and experimen-
tal tools used to discover and test them. From different starting points and
based on different case studies, we converge on the same general issue in
this project area, namely, the detection and understanding of the limitations

and powers of scientists' tools.

Where Do Cognitive Theories

Come From?

Scientific inquiry is often divided

into two great domains, the context

of discovery and the context of justi-
fication. Philosophers, logicians, and
mathematicians claimed justification
as a part of their territory and dis-
missed the context of discovery as
none of their business, or even as

“irrelevant to the logical analysis of

scientific knowledge" (Popper,

1935/1959, p. 31). Discovery contin-

ues to exist in a mystical darkness

where imagination and intuition
reign, or so it is claimed. In earlier
work, Gigerenzer (1991) argued that
the mystical veil can be lifted.

Specifically, new tools for data

analysis (justification) can inspire

new theories. This tools-to-theories
thesis is twofold:

- Generation of new theories: The
tools a scientist uses can suggest
new metaphors, leading to new
theoretical concepts and princi-
ples.

- Acceptance of new theories within
scientific communities: The new
theoretical concepts and assump-
tions are more likely to be ac-
cepted by the scientific community
if the members of the community
are also users of the new tools.

Examples include Fisher's analysis of

variance, which provided the struc-

ture for Kelley's causal attribution

theory; Neyman-Pearson's statistics,
which turned into signal detection
theory, multidimensional scaling
turned into exemplar theories of
categorization; and the digital com-
puter, which provided the structure
of Simon's mind-as-computer view
(Gigerenzer, 2003). In each case,
scientific practice preceded theory
generation; methods of justification
inspire discovery. In recent work,
Sturm and Gigerenzer (in press) ana-
lyzed the implications of this work
on the philosophical discussions of
the discovery/justification distinction
as well as on the attacks on it by
Thomas Kuhn and others. If new
methods inspire new theories, which
in turn inspire new kinds of data,
this process sets the importance of
scientific practice in the foreground
and provides new insights into a
deep circularity in the relationship
between method, theory, and data.

We Need Statistical Thinking, Not
Statistical Rituals

Future historians of psychology will
be puzzled by an odd ritual: the rou-
tine testing of null hypotheses,
which largely eliminates statistical
thinking. Textbooks and curricula al-
most never teach the statistical
toolbox, which contains tools, such
as descriptive statistics, Tukey's ex-
ploratory methods, Bayesian statis-
tics, Neyman-Pearson's decision the-
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ory, and Wald's sequential analysis.
Instead, texts tend to feature one
single 3 step procedure:

The Null Ritual:

(1) Set up a statistical null hypothe-
sis of “no mean difference” or “zero
correlation.” Don't specify the pre-
dictions of your research hypothesis
or of any alternative substantive hy-
potheses.

(2) Use 5% as a convention for re-
jecting the null. If significant, accept
your research hypothesis. Report the
result as p < .05, p < .01, or p < .001,
whichever comes next to the ob-
tained p-value.

(3) Always perform this procedure.
This procedure (also called Null Hy-
pothesis Significance Testing, NHST)
is inconsistent with every existing
statistical theory, including Fisher's
theory of null hypothesis testing
with which it is often confused
(Gigerenzer, 2004e).

Gigerenzer argued that the Null
Ritual undermines the theoretical
progress in psychology by giving re-
searchers no incentive to specify
their hypotheses. By focusing only
on significance, researchers tend to
have a blind spot for effect size,
power, and other relevant properties
of data—and the exclusive reliance
on significance tends to foster col-
lective illusions about what signifi-
cance actually means. Gigerenzer,
Krauss, and Vitouch (2004) tested
whether students and teachers from
six German universities understand
what a p-value means. “Suppose you
use a simple independent means t-
test and your result is significant (t =
2.7,df=18,p=.01)."

The correct answer is that this p-
value is the probability of the ob-
served data (or of more extreme data
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points), given that the null hypothe-
sis Hy is true, defined in symbols as
p(D|Hp). The most frequent illusions
include that the p-value specifies
the probability that the null hypoth-
esis is correct, that the alternative
hypothesis is correct with 99%
probability, or that if one repeated
the experiment many times, a signif-
icant result would be obtained in

999 of the cases.

After successfully completing one or
more statistics courses in which sig-
nificance testing was taught, 100%
of the students believed in at least
one of these illusions (n = 44). But
900% of lecturers and professors of
psychology (n = 39), and 80% (!) of
statistics teachers (n = 30) also be-
lieved into at least one of the illu-
sions. The ritual and its associated
illusions seem to be culturally trans-
mitted from those who teach statis-
tics in psychology departments (who
typically have no degree in statistics)
to the students. Gigerenzer (in press)
reviewed the attempts of statisti-
cians, editors, and outside observers
(such as the physicist Richard Feyn-
man) to replace the existing statisti-
cal rituals by statistical thinking.
Berg (2004) proposes a constructive
technique for eliciting key scientific
judgments from the user. The tech-
nique addresses the question of
which of two theories is better sup-
ported by a given set of data, while
allowing for the possibility of draw-
ing no conclusion at all. Procedurally
similar to the classical hypothesis
test, the proposed No-Decision Clas-
sification technique features three,
as opposed to two, mutually exclu-
sive data classifications: reject the
null, reject the alternative, and no
decision. In contrast to the classical



hypothesis test, No-Decision Classi-
fication allows users to control both
Type | and Type Il errors by specify-
ing desired probabilities for each.
Thus, No-Decision Classification in-
tegrates judgments about the eco-
nomic significance of estimated
magnitudes and the shape of the
loss function into a familiar proce-
dural form.

We Need to Use the Appropriate
Performance Measures

Whether a particular measure used
to assess experimental data is ap-
propriate depends on the processes
that generated the data. Schooler
and Shiffrin (in press) explore what
happens when the measure does not
match the underlying processes.
Through extensive simulations, they
demonstrate that such mismatches
can lead to the misinterpretation of
experimental results. They generated
hypothetical experimental data, ac-
cording to the model underlying a d’
analysis (Green & Swets, 1966).
There, the assumption is that each
stimulus results in a single numerical
value that is used as evidence. If this
value exceeds a criterion, subjects
respond "signal,” and if it falls below
this point they respond "noise."
Many researchers, including some
who hold to the d"model, analyze
such signal detection experiments by
subtracting false alarms (e.g., saying
the stimulus was present, when it
was not) from hits (e.g., saying the
stimulus was present, when in fact it
was). Such a mismatch could lead
researchers to incorrectly interpret
what are differences in response bias
(i.e., how prone subjects are to say
that a signal is present) to differ-
ences in sensitivity (i.e., the ability to

detect the signal when it is present).
Moreover, when the data are sparse,
a d"analysis can also lead to incor-
rect interpretations of data. The au-
thors suggest analysis methods that
help to remedy these problems.

The Role of Representative Design
in an Ecological Approach to
Cognition

Half a century ago, Egon Brunswik
stressed that psychological processes
are adapted to the uncertain envi-
ronments in which they evolved and
function. He argued that psychol-
ogy's accepted methodological para-
digm of systematic design was inca-
pable of fully examining the
processes of vicarious functioning
and achievement. As an alternative,
he proposed the method of represen-
tative design. Representative design
involves randomly sampling real
stimuli from the environment or cre-
ating stimuli in which environmental
properties are preserved. Thus, it de-
parts from the tradition of system-
atic design endorsed in research
texts. Dhami, Hertwig, and Hoffrage
(2004) reviewed the development of
representative design, from
Brunswik's original ideas, and how
they were adapted and modified by
neo-Brunswikians and others.

In the second part of this paper,
Dhami et al. focused on the research
practices of those who have been
committed to the notion of repre-
sentative design. Two major findings
emerged from the review of neo-
Brunswikian policy-capturing re-
search. First, most of the studies that
presented participants with real
cases satisfied Brunswik's recom-
mendation of probability or non-
probability sampling of stimuli. Sec-
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ond, there was a striking discrepancy
between Brunswik's ideal and the re-
search practices of most neo-
Brunswikian studies that presented
participants with hypothetical cases.
Neo-Brunswikians often failed to
represent important aspects of the
ecology toward which their general-
izations were intended.

In the third part, they discussed
whether or not representative sam-
pling matters for the results ob-
tained. Unfortunately, only a small
body of research has compared judg-
ment policies captured under repre-
sentative and unrepresentative con-
ditions, and their results are mixed.
Whereas some studies reported that
representative conditions affected
judgment policies, for instance, in
terms of cue weights, others con-
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cluded that captured policies were
independent of the representative-
ness of the stimuli. To date, the
strongest evidence for the effect of
representative stimulus sampling
stems from research on the overcon-
fidence effect and on hindsight bias.
With regard to the former, a recent
review of studies that manipulated
the sampling procedure of experi-
mental stimuli demonstrated that
representative item sampling re-
duces, in fact, almost eliminates, the
overconfidence effect—although
Hoffrage and Hertwig (in press) have
shown that this not only depends on
the sampling procedure but also on
a factor that has most often been
overlooked, namely, the size of the
reference class from which the stim-
uli are sampled.

Experts in Science and Society

How do experts balance their commitment to
science with that to society? How does a soci-
ety actually determine who counts as an ex-
pert? What makes new forms of expertise
emerge? These and related questions are ad-
dressed in Experts in Science and Society
(edited by Elke Kurz-Milcke and Gerd
Gigerenzer), a book based on a Schloessmann
Seminar sponsored by the Max Planck Society.
One recurring focus of the book is on the cul-
tural differences of the environment in which
the expert acts -social, historical, and legal.
The arguments made include that in many
areas, including criminal law, expertise is not
wanted, and experts are mainly called in when
the scientific basis is weak; and that we will
witness an emerging new profession, the phi-
losopher as a moral coach. The topics examined
include experts in the fields of politics, science,
medicine, and the law.



Future Directions

A major goal for the near future is to finish our collective new book on
the match between heuristics and environments, thereby highlighting the
interconnection between research on bounded rationality and ecological
rationality. Another goal is to explore how heuristics are shaped and
shape institutions. For example, what are the legal implications of (the
use of) heuristics and the way information is communicated. To this end,
we continue our active collaboration with the Max Planck Institute for
Research on Collective Goods in Bonn. With this institute and Max Planck
Institute for Research Into Economic Systems in Jena, we are developing a
proposal for an international Max Planck Research School on Bounded
Rationality. In collaboration with Max Planck Institute for Human Cogni-
tive and Brain Sciences in Leipzig, we have begun to search for neural
correlates of the use and application of the recognition heuristic. We hope
to expand this promising avenue of research by thoroughly grounding the
heuristics we study in basic cognitive and brain processes.

Summer and Winter Institutes on Bounded Rationality

The Summer and Winter Institutes on Bounded Rationality promote a view of decision making that is
anchored in the psychological possibilities of humans rather than in the fictional construct of homo
economicus. The third Summer Institute in 2003, in collaboration with Pompea Fabra University,
Barcelona, and the University of Nottingham, UK, with support from the VW Stiftung, focused on ap-
plications in the law. In 2004, the fourth Summer Institute, supported by the Deutsche Forschungs-
gemeinschaft, was in collaboration with Max Planck Institute for Research Into Economic Systems,
Jena, where the fifth Summer Institute is scheduled to be hosted in the summer of 2005. For the first
time, members of the ABC group, with the support of Der Deutsche Akademische Austausch-Dienst,
held a Winter Institute on Bounded Rationality in Psychology and Management at the Indian Institute
of Management in Bangalore. Students and professors came together from across India for this two-
week intensive course.

Winter Institute on Bounded Rationality in Bangalore, India.
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